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ABSTRACT 
We present PViMat, a portable photovoltaic mat that can recog-
nise six unique useful dynamic hover gestures up to 30 cm 
above the surface over a large area with more than 97% ac-
curacy. We utilised an off-the-shelf portable and rollable out-
door solar tape and employed it to harvest indoor natural and 
artificial light energy to trickle charge a LiPo battery for self-
powering. We demonstrate a low-power operation technique 
of continuous charging with DC photocurrent and simultane-
ous event-driven gesture recognition with AC photocurrent. 
The PViMat prototype harvests 30 mW in a general living 
room light level of 300 lux and consumes 0.8 mW per gesture. 
Lastly, we propose applications of PViMat with its large-area, 
flexible and rollable form-factors and the gesture set. 
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INTRODUCTION 
Rollable interfaces are attractive because they are portable 
and can unfurl to larger interfaces, e.g. a scroll unfurling to 
a phone, tablet or a tabletop display [8, 15, 21], interactive 
surfaces with resize and reshape capabilities [9], a rollable 
soundboard [3] or the LG roll-up keyboard and TV. Most of 
such portable and rollable devices are traditionally imagined as 
displays. The interaction with the rollable interfaces have been 
mainly tailored to their affordances, e.g. rolling [10, 20] or 
turning [4] the physical cylinder with interactive use-cases, e.g. 
navigating in and switching between applications [8]. Rollable 
interfaces can uniquely enable interaction over large area with 
their portability. They are not constrained to the installation 
surface, i.e. table, wall, floor [1, 14, 16, 17, 23] or other large 
surfaces like ceiling, window and door. Large area interaction 
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Figure 1. Top: (1) The PV sheet and the recognition signals. (2) The 
ystem diagram. Bottom: (3) Defined gestures, (G1) clockwise hand ro-
ation, (G2) counterclockwise rotation, (G3) Fist open/close, (G4) hand 
p/down, (G5) swipe once, and (G6) swipe continuously. 
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allows these surfaces to become smart infrastructures. Camera-
based approached can be portable and provide interaction over 
large area [6, 18, 19] with gestural interaction [5]. However, 
they can be bulky and difficult to setup and use. 

In contrast, the mat form-factor allows deployments on many 
large surfaces like table, wall, floor and windows. A mat can 
be flexible and deployed over curved and foldable surfaces 
like sofas and other furniture. Project Zanzibar reported a 
similar rollable surface for tangible interaction with gestural 
input [22]. They employed wireless RF power transfer and 
capacitive sensing. 

We present, PViMat, a portable and rollable gestural interface 
which comes with the above mentioned advantages due to 
its form-factor, and additionally offers self-powered opera-
tion, overcoming the limited battery-energy suffered by many 
portable and mobile devices. It harvests energy from indoor 
light and can simultaneously detects hand gestures from the 
shadows. This differentiates PViMat from light-based gestural 
interfaces with wearables or tablet size devices [11, 12, 13]. 

PViMAT OVERVIEW 
The PViMat consists of a large-area photovoltaic (PV) sheet 1, 
an energy harvesting circuit board (InfinityPV OPV3W60V) 
and a microcontroller board (TI MSP430) for gesture recog-
nition. The current prototype setup is shown in Figure 1 (1). 
The length and width of the PV sheet are 110 cm and 28 cm. 
1infinityPV https://infinitypv.com/products/opv/solar-tape 
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Figure 2. 50Hz filtered time-series signals corresponding to the gestures 
(G1) clockwise and (G2) counterclockwise rotation hand motions, (G3) 
making a fist (G3), (G4) raise/lower hand motions, and (G5) singular 
swipe and (G6) continuous swipe motions. 

It can generate up to 12 W at 1 Sun, or back-calculated to 
30 mW, i.e. 6 mA at 5V in general living room light level 
of 300 lux. In PViMat, both energy harvesting and gesture 
recognition signals are obtained from the two electrodes of the 
PV sheet. Energy harvesting is achieved by the DC component 
of the photocurrent from the PV sheet which is connected to a 
maximum power-point tracking (MPPT) module which contin-
uously charges a rechargeable Lithium Polymer (LiPo) battery. 
The gesture recognition signal appears as AC modulation in 
the photocurrent and voltage signal from the PV sheet which 
are filtered by a 1 µF series capacitor and connected to an 
analog-to-digital (ADC) pin on the microcontroller board. The 
microcontroller board is powered by the LiPo battery through 
the load leads on the MPPT board. Low-power operation of 
the microcontroller is carried out by enabling the sleep-mode 
with a wake-up gesture and event-driven programming. In the 
prototype setup shown in Figure 1 (2), the gesture recognition 
signal is connected to a laptop through a digital oscilloscope, 
then sampled and processed as done in the microcontroller. 

GESTURAL INPUT WITH INDOOR LIGHT 
Partially shadowing the PViMat leads to reduced photocurrent 
and increased internal resistance which is used to develop it 
as a hand gestural input device using the indoor light. We cre-
ated a set of six hand gestures shown in Figure 1 (3) (G1–G6) 
considering potential applications given below. The gestures 
are (G1 and G2) circular swipe clockwise and counterclock-
wise, (G3) fist open/close, (G4) move hand up/down, (G5 and 
G6) linear swipe once and continuously. We explored the 
gestures with natural hand motions under various light levels 
between 300 to 800 lux and hover distance up to 30 cm with 
different positions and orientations of the PViMat, hands and 
users. Representative gesture recognition signals are shown 
in Figure 2 with the unique signatures consistently observed 
under the various conditions given above. 

We collected 30 samples for each gesture for one user, and 
used 76% of them to train various machine learning classi-
fiers and the remaining 24% to test their prediction accuracy. 
The Random Forest (RF) ensemble learning method [2] pro-
duced the best results with an overall accuracy of 97.2% with 
a training time of 7.8 s. The RF classifier results are shown in 
Figure 3, which shows that only the clockwise circular hand 

Figure 3. Recognition accuracy across six dynamic hover gestures. G1: 
clockwise, G2: counterclockwise, G3: fistForm, G4: raiseLower, G5: 
swipe, G6: swipes. 

motion is sometimes mistakenly predicted as the counterclock-
wise circular hand motion. The recognition accuracy for each 
gesture is measured using precision and recall [11] and shown 
in Figure 3. The false-positive and false-negative in detection 
of clockwise and counterclockwise circular hand motions has 
led to their reduced precision and recall values. There are no 
false positives or negatives in detection of other gestures. 

We considered features extracted from multilevel 1D Discrete 
Wavelet Transform (DWT) as well as statistical and entropy-
based values. The size of the model was large and needed 
reduction to implement on a microcontroller. We achieved 
this by considering four important features, i.e. 25th per-
centile, mean, root mean square and minimum value, and 
obtained an overall accuracy of 94.5%. The MSP430 micro-
controller draws 0.25 mA supply current in active mode (1 µA 
in standby) at 3.3 V supply voltage and 1 MHz clock fre-
quency, i.e. 0.8 mW for one gesture (up to 5 sec. duration) 
with < 0.1 mW consumed by the ADC. 

APPLICATIONS 
We imagine that PViMat could be used on different indoor 
surfaces, or even in outdoor environments. For example, a 
PViMat could be unrolled on top of a coffee or dinner ta-
ble as a table mat. Users could use fist/multiple-swipes and 
clockwise/counterclockwise hand gestures to show/hide and 
navigate through the options menu of a home system like 
TV. They could then use the raise/lower or swipe gestures to 
control menu items. 

Likewise, PViMat could be imagined on the floor or outdoors 
as a yoga mat. While doing yoga, a user could perform dif-
ferent gestures for context-aware fitness personalisation and 
interaction [7]. PViMat could make smart infrastructures when 
hung from a ceiling as a room divider, on a door or window as 
a curtain or on a wall as a wallpaper [17, 23]. 

CONCLUSION AND FUTURE WORK 
We presented PViMat, a self-powered portable and rollable 
gestural interface using indoor light for both energy harvesting 
and gesture recognition. It detected six unique hand gestures 
with >97% accuracy over a 110×28 cm area. We presented 
techniques for continuous low and self power operation and 
implementation on a microcontroller. Future work includes 
a formal user evaluation of the PViMat trained for multiple 
users, and deployments of the proposed indoors and outdoors 
applications. 
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